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Abstract

Cohesion is that property of atext that alowsit to be read as a unified entity rather than a series of unconneded
sentences. Lexicd cohesion may be deteded using an external thesaurus and the resulting representation used in
avariety of language procesgng tasks. Our particular interest is in determining whether texts of different genres
are similar in meaning. For this, we wish to derive ameasure based on lexicd cohesion. Consequently, we need
to determineif lexical cohesion isindependent of genre or afunction of it.

This paper examines the statistics of lexica cohesive relations. Our method involves determining the distribution
of lexicdly cohesive relations in several bodk length texts. These ae shown to have different reading
complexities, but equivalent cohesive properties. From this, we conclude that lexica cohesion is independent of
reading complexity.
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1. Introduction

Cohesionis that property of atext that alowsit to be read as a unified entity, as oppased to a
series of unconneded sentences. For example, a scientific paper will have logicd argument
followed by evidence to suppat it. Halliday and Hasan (1976, 198) have identified many
devices used to make text cohesive. These include linguistic phenomena, such as anaphora,
caaphaa, dlipsis, co-extension, and words linked into chains. These ‘lexicd chains may be
composed of identicd or similar words.

Morris and Hirst (1991 proposed using Roget' s thesaurus to identify the lexica chains in a
text. This would suggest the texts cohesive structure, which is an essentia step in
determining its deeper meaning. Lexicd chains may be identified using an external thesaurus
such as Roget' s, or WordNet (Miller 1991). Lexicd chains have been applied to severa
different areas of language processng such as word sense disambiguation and text
segmentation, (Okumura and Honda 199), malapropism detection (StOnge 1995, detedion
of HyperText links in newspaper articles (Green 1997, and Information Retrieval (Stairmand
1996,Smeaon 1999.

The lexicd chaining approach to text analysis is highly attradive, since it is both robust, and
deds with whae texts. It is though a heuristic goproach, and there ae a number of
unanswered questions asociated with it. In perticular, we do nd know whether it is a
reflection d atext’s genre, or an independent measure.
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Our particular interest isin the use of lexica cohesionto define ameasure that may be used to
determine whether two or more texts are similar in meaning. This has applicdions in bah
information retrieval and textual case based reasoning (Smeaon 1999 enz 1998.

First, we have to question the techniques' general applicabilitylt may be that links between
words, or lexica links, have different properties depending onthe type of text. The lexical
chains derived from the links would then be some measure of reading complexity, rather than
ageneral tedhnique.

Next, we need to consider the text windov within which words goud be @nsidered for
linkage. Clealy the greder the number of words considered, the more time consuming the
algorithm will be. Morris & Hirst (1991 check for identicd words throughou the whale text,
whereas they only look for lesser relationships within a four-sentence distance. Thisis smilar
to the fifty-word window Y arowsky (1992 used in hiswork onlexicd disambiguation.

Finadly, the dfedivenessof Morris and Hirst' slifferent word linking relationships have not
been tested. Thus, it maybe that some @mplex relationships are hardly ever foundin red
texts, and may beignared in pradice.

To answer these questions, we dedded to analyse aset of longer texts. Since most lexicd
chaining hes considered shorter texts, results, though interesting, may na be general.
Consequently, a mixed range of texts of differing complexity were dhosen. These varied from
children' s books such as "Alice in Wonderland' to more dallenging works such as Kant' s
"Critique of Pure Reason”.

This paper proceals as foll ows: Firstly, we discussthe seledion d a set of texts for our initial
investigation. We then demonstrate that the texts are of different reading complexities using a
readabili ty formula— a simple statisticd analysis of text used to determine how difficult it is
to read. We then procea with severa anayses of the lexicd links foundin the texts. These
examine both the different linking relationships, and their distribution in dfferent books. Our
principal finding is that the distribution d lexicd linking relationships is independent of the
type of text considered. A discusson d the results and their impli caions concludes the paper.

2. Selection of the Experimental Texts

There ae several constraints on the selection d texts for the experiments. These are
empiricd, due to program requirements, and the limited neture of Roget’s 1911 thesaurus
(which isout of copyright hencerealily avail able). The texts,

1. must be analysed within the constraints of the airrent implementation.
2. must be avail able dectronicdly.

3. shoud be several thousand words in length.

4. shoud have demonstrably different complexities.

A range of texts of differing complexity was sleded from those avail able on the Internet, or
CD-ROM. These varied from children’ s books such as "Alice in Wonderland" to more
chalenging works such as Kant' s "Critique of Pure Reason'. The texts chosen are listed in
table 1 below.
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Table 1: Texts Sdlected

Title Author Publication
Date

Alicé s Adventures In Wonderland Lewis Carroll 1867

Through The Looking Glass Lewis Carroll 1867

Pride And Prejudice Jane Austen 1813

Ledures on The Industrial Rewlution in  Arnod Toynbee 1884

England

Moby Dick Herman Melville 1851

The Critigue Of Pure Reason Immanuel Kant' 1781

3. Reading Complexity of the Texts

The books used in these experiments were seleded as representing a range of literary
complexity. Books by Lewis Carroll are cmmonly real to junior schod children, Austin and
Melville ae high schod texts, whilst Kant and Toynbee are not usually encourtered urtil
University. Thus, we can exped intuitively that University level texts are harder to read than
thase amed at schod children. Nonetheless some independent confirmation d their reading
easeisdesirable.

Readability is often measured by teaders to determine the suitability of books for pupls of
different reading abiliti es. Readability formulae (e.g. Harrison 1980 aim to predict the level
of a text’'s reading difficulty by calculating statistics, such as sntence length and mean
syllables per word, from the text. They do nd consider content, so neal to be gplied with
caution.

Harrison (1980) describes ten readability measures, including the Flesch formula, and the
Gunnng FOG formula. Harrison (1980 reports a study by Lunzer and Gardner that shows
that seven o the readability formulae ae goproximately correlated with poded teachers
asesgnents of text reading levels.

Karlgren and Cutting (1994 showed that texts may be simply classfied into fifteen different
genres. They used the statisticd technique of discriminant analysis on twenty parameters.
These included sentence length, propation d pronours, average daracters per word, and
number of relative pronours. They applied this methodto classfy the five hunded texts from
the Brown corpus, which have been manually classfied as belong to dfferent genres.
Karlgren and Cutting comment that readabili ty measures work well to dscriminate text types
since they include the most salient features of their experiments including consider sentence
length, word length, and characters per word.

The Flesch-Kincaid grade level measure computes readabili ty based onthe arerage number of
syllables per word and the arerage number of words per sentence. It is a @wmmon metric that
it is widely used. It is included in bah Microsoft Word, and Corel’s WordPerfect word
processors, so it also has the alvantage of convenience. The Flesch-Kincad grade level was
consequently cdculated for the initial 10001lines of the books in table 1. The 1000line limit
was chosen since this represents a reasonabl e subset of the book sufficient to cegpture its gyle.
Theresults are shown in table 2 below.

"translated by J. M. D. Meiklgjohn
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Table 2 show that the books represent a range of reading complexity. They also demonstrate
the internal consistency of the measure & two bools of a similar style by the same aithor
(“Looking Glass and “Alicein Wonderland’) have similar Grade levels.

We now move on to look analyse the data produced from the lexicd chains identified the
texts.

Table 2: Reading Complexity of the Texts

Book Title Fesch-Kincad
Grade

Alicé sAdventuresIn Wonderland 55

ThroughThe Looking Glass 6.4

Pride And Prgjudice 6.5

Moby Dick 7.8

Lectures on The Induwstrial Revolutionin 11.6

England

The Critique Of Pure Reason 12.0

4. Determination of the Lexical Cohesive Relationships

We used an algorithm based on those of Morris and Hirst (1991), and StOnge (199%) to
identify the lexicd cohesive relationships in the texts. Details are given in Ellman
(forthcoming). Four relations were examined:

1. Thelinks between identical words ( hence ID)

2. Links between words that are not identicd, bu are member of the same Roget
caegory (hence CAT)

3. Links between words that are members of the same group of categories in
Roget, bu not in the same category. (hence GRP)

4. Linksthrough orelevel of internal thesaural pointers. (hence ONE)

5. Analysis1: Link distribution between Documents.

This first analysis presents unprocessed sums of the link types. That is, al the lexicd chains
foundin the documents were examined, and simple sums made of the types of lexicd linking
relationships found.

Our initial hypahesis was that there would more «weaker» linking relationships (such as GRP
or ONE), since these can conned to a greder number of words than the identicd word or
same cdegory relations. However, this was nat the case.

Simple word identity (ID) is the most common lexicd linking relationship found. Foll owing
that, we find Roget caegory entry (CAT) foll ows, then Roget group membership (GRP). The
ONE relationship isrelatively rare.

All the books in the experimental corpus show approximately the same total link distribution.
Since the books represent increasingly complex texts, we have shown that the propation d
links of different types foundin atext is broadly independent of the complexity of that text.
We have dso reason to question the value of the more cmplex thesaural relationships: The
ONE leve of indirectionrelationis sufficiently rare that one may question whether it is worth
cdculating.
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Graph 1: Link Type Vs Book Title

6. Analysis 2 : Link distribution change acr oss different document types

Now we need to consider whether link dstribution change aross the different document
types. This could arise if the threads of related words in the simple texts are shorter, hence
making the text easier to read, o, aternately, denser text could have longer inter-word link
distances. If thiswereto be the case the lexicd chaining approad would na be ageneral tod,
but would instead be some measure of text complexity.
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Graph 2: Identical Links (%) Vs Inter-word Distance

Comparative analysis is only possble if we compensate for the different lengths of the texts
chosen. This is dore by conwverting the number of links into percentages of the total links of
that type. We can then pot the percentages of ead link type that occur across the word
window.
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Graph 3: Percentage of Category Links Vs Inter-word Distance
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Graphs 2, 3, and 4 show the results of this analysis by link type'.
percentage distributions are dmost identicd for all the texts, and for al the linkage types.

raph 4: Percentage of Group Links Vs Inter-word Distance

T The ONE link type has been excluded sincethis does not occur frequently enough to generate mnsistent data.

As can be see, the
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This means that the type of text does not affect link creationin lexica chains. It aso follows
that the distance between words in a text is independent of the thesaura relationships sought
between the words.

It can also be seen that Morris and Hirst had littl e justification for applying spedal status to
the identicd word relation, as they follow very similar distributions to the other thesaural
links.

7. Conclusion

Lexicd cohesionis a property of the words in atext. Relationships that link words have been
termed lexicd links. Links may be compased in to chains, and such lexicd chains have great
potential utility in text processng tasks, such as information retrieval, text similarity
detedion, a text summarisation.

A major concern is that types of lexicd chains to be foundin atext may depend onthe style
of that text. If this had been true, we would nad have been able to base ameasure of text
similarity diredly onlexicd chains: it would have needed to be mediated by a determination
of text genre

This has been disproved experimentaly be analysing severa book length texts. These were
seleded to be no more recent than Roget’s 1911 thesaurus. This maximised the gplicabili ty
of the lexicd chaining algorithm. In addition to intuition, the books were shown to be of
different reading difficulty by comparing them using the Flesch-Kincad grade level
readabili ty measure.

An analysis of the distribution frequency of the lexicd links foundin the mini-corpus was
strikingly similar for all the link types. This suppats the hypaothesis that text analysis
measures based uponlexicd cohesive links will be gplicable to dfferent styles of texts.
Thus, the text simil arity technique discussed in Ellman and Tait (1999 is capable in principle
of determining the simil arity of texts abou the same subjed, bu written in dfferent styles.
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